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What is and approaches
• Summarization is technology for the reduction of a 

text’s length in order to be easily and quickly 
understandable.

• The reduction can be based either on shallow 
processing methods or on semantic oriented ones.

• The semantic oriented methods understand –
somehow – the text and try to combine the 
meanings of similar sentences and generate 
generalizations.

• Shallow processing methods do not consider the 
meaning . They statistically select the most 
promising (as being relevant) sentences for quick 
understanding. 
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Extraction-based summarization 
methods

• Sentence weighting. It is based on the terms importance. 
It combines two factors:
– importance of term inside a document
– the ability of the term to discriminate among documents in the 

collection.
• position of sentences

– Baxendale concluded that in 85% of the paragraphs the topic 
sentence came as the first one and in 7% of paragraphs the last 
sentence was the topic sentence. 

– the “News Articles” algorithm utilizes a simple equation in order 
to assign a different weight to each sentence in a text, based on 
the position of the sentence inside the document as a whole and 
inside the host paragraph

• Title words
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Tems importance

• TF/IDF
• TF/ISF
• TF/RIDF

The simple term frequency depends on other text 
characteristics, e.g. the text size, and consequently it is not a 
valid yardstick. Therefore, different term weighting functions 
have been introduced. Most of them are trying to normalize 
the term weights and make them comparable across 
different documents.
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TF functions

• where tij is the weight of term j in document Di, Fij is the 
frequency of term j in document Di, max Fi is the 
frequency of the most frequent term in document Di and 
ΣFi is the sum of frequencies of the index terms existing in 
document Di.
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IDF function
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• qj : weight of term j in the collection, 
• N : number of documents existing in the collection 
• DocFreqj : number of documents where the term j occurs.
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TF / IDF

T(Sik) : the weight of the kth sentence existing in document Di, 
Tij calculated (using one of the TF functions) for each term j 
existing in the kth sentence of document Di ,
qj : calculated according to the IDF function.
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TF / ISF

isfij : inverse sentence frequency of term j in document Di, 
nsi : number of sentences in document Di,
nsij : number of sentences of document Di that contain the 
term j.
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TF / RIDF

ridfj : Residual IDF of a term j in a given document, 
TotFreqj is the cumulative frequency of term j across all 
documents. 
The rest of the variables are as in the previous equations.
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Position of Sentences
News Articles Algorithm

• Assigns  a different weight to each sentence 
in a text, based on the position of the 
sentence inside the document  as a whole 
and inside the host paragraph using: 
((SP - P + 1) / SP) * ((SIP - SPIP + 1) / SIP)

– SP : number of paragraphs in the  document, 
– P : serial number of the paragraph under 

investigation,
– SIP : number of sentences in the paragraph under 

investigation
– SPIP : sentence position inside the paragraph.
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Title method
• Edmundson has proposed the “Title Method” which 

supposes that an author conceives the title as 
circumscribing the subject matter of the document. 

• According to this method, sentences that include words 
from the document’s title are more relevant for 
expressing the meaning of the document.

• The “final Title weight” for each sentence is the sum of 
the “Title weights” of its constituent words.

• Edmundson also defined the “Title glossary” which is 
the set of words existing in the title and subheadings, 
with different weights for title and subheading words.
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Title weight adaptation and 
methods combination

• In a first trial of us, the “final Title weight” for 
each sentence is the product of the predefined 
constant multiplied by the number of title words 
occurring in the examined sentence.

• Combination of methods:

w1 * ST + w2 * SL + w3 * TT

• ST is the sentence weighting based on terms,
• SL is the sentence location factor,
• TT is the title terms factor.

Nikitas N. Karanikolas – Extractive Summarization – Univ. of  Belgrade – June 2017



Title words – linear vs non-linear

• As it is already stated, our previous system assigns a 
predefined constant for each title word that exists in a 
sentence.

• Thus, the “final Title weight” for each sentence is the 
product of the predefined constant multiplied by the 
number of title words occurring in the examined 
sentence.

• It is a linear function for sentence weighting according to 
the inclusion of title terms.

• Vesus the previous is the idea that even a single title 
word existing in some sentence make this sencence
eligible for summarization.

• Two title words existing in some sentence increase this 
plausibility but they do not double it. Thus a non linear 
function should be invented.
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Sentence weight for sentence 
having x (out of 16) title terms
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Sentence weight for sentence 
having x (out of 8) title terms
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Ensuring uniformity of the Title 
Method

• There exist documents with different length of titles. 
Consequently with the linear approach, the TT factor has 
different influence to the sentence weighting schema 

• For example, any sentence from an 8-words-title 
document gets a TT factor value in the range 0.0 to 8*C
while any sentence from a 4-words-title document gets a 
TT factor value in the range 0.0 to 4*C.

• In both cases (both title lengths) the range of SL remains 
from 0.0 to 1.0.

• This problem is resolved with our non linear (logarithmic) 
function. The range of TT is always from 0.0 to 1.0.
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Exploit words from the medially 
titles

• In our present approach we are not aiming to create a 
method for automatic document structure detection. A 
parser for automatic mark-up of such a document 
structure is a very demanding process.

• However, it is simply enough to create parser that 
identifies titles in between paragraphs.

• We are expecting from our parser to return a list of items 
where the first item is the front title while the rest items 
can be either paragraphs or medially titles.

• Having identified a front title and medially titles we can 
apply the previous non-linear function and assign a 
sentence weight against title words and a sentence 
weight against the words of the medially-title coming 
before the sentence.

• In a simply approach we can assume that words from all 
medially titles constitute a second glossary, the “Global 
medially title glossary”.
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• Next we can apply the non-linear function and 
assign a sentence weight against
– title words (“front Title Terms”, shortly fTT)
– against the “Medially title glossary” (“medially Title 

Terms”, shortly mTT).
• In our evaluation we assume the second (Global 

medially title glossary) approach.
• The final weight for a sentence based on the 

inclusion of terms can be:
ΤΤ = α * fTT + β * mTT
or
ΤΤ = max (fTT, mTT)
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Evaluation – source documents



Evaluation - approch
• For each document, we have asked text retrieval experts 

to extract the most promising (20%) subset of sentences 
for shortly expressing the document meaning.

• These extractions are the manually selected summaries. 
• The same documents are next given in our system to 

mechanically extract summaries. For this reason we 
have excluded the ST factor and given equally weights 
for the SL and TT factors
(w1=0, w2=1 and w3=1).

• For the computation of TT factor, we have used the max 
version.

• The number of sentences for the mechanic 
summarization is set to the same percentage (20%).

• Next, for each document, we have measured the percent 
of sentences in the mechanically extracted summary that 
exist in the manually extracted summary. 

Nikitas N. Karanikolas – Extractive Summarization – Univ. of  Belgrade – June 2017



Evaluation - Results
• The average percent is 54% which is a very promising 

(remind that we have excluded the ST factor). 
• We conducted the experiment again but now considering 

the medially titles as simple single-sentence paragraphs. 
In this experiment the average percent of matching 
sentences is decreased to 46%.

• So, medially titles has influence in the result.
• A third experiment is conducted using our previous 

system . Now, the average percent of matching 
sentences is more decreased to 41%.

• So, the non-linear version of sentence weighting based 
on title terms has better results.
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Conclusions – Future work
• The results in our experiments suppose that medially 

titles should be considered in order to get better 
mechanically extracted summaries.

• The TT factor contributes in a better way to the 
summarization when equation max (fTT, mTT) is used

• In our plans we have to repeat our experiments with a 
larger document set (the current is constituted with only 
21 documents).

• We also have to consider all factors together (enable the 
ST factor).

• Moreover alternative approaches for the TT factor (e.g. 
equation ΤΤ = α * fTT + β * mTT ) should be evaluated.
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Closing

• Thank you for your attention!
• Questions can be asked.

• nnk@teiath.gr
• http://users.teiath.gr/nnk/


